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EUROPEAN AND CHINESE COOPERATION ON GRID

1 Introduction

The state-of-the-art background to the currentaigon of European and Chinese Grid
activities was presented in the first EchoGRIDwiable D1.1 in August 2007, describing
EU and Chinese Research Initiatives/Grid strategantations. The orientation for the
project presented there was to further interadiietmveen researchers in Europe and China
through several mechanisms:

» develop gateways

* develop common components

» test interoperability

* develop common standards,

e use common security and certification infrastruetsmpported by the IGTF

» establish common controlled vocabularies for peScand semantically rich
descriptions

e agree common accounting mechanisms

» establish an international governance institution

The endpoint of this orientation is an interopegabliropean & Chinese grid provision for
academic/research and commercial use, built ogeheric OGSA architecture, with
semantically rich descriptions of services, workfip registries, quality of service, policies
and accounting to move towards the SOKU visiorhefEU Next Generation Grid (NGG)
Expert Group by 2018.

The current document refines the roadmap towaindsision in two ways:

* By dividing the grid technological issues into specific areas
* By defining the expected progress along the roadabdpree points, in three, five and
10 years.

The six technical aspects of grid computing correidén detail were identified at the first
joint European/Chinese technical workshop of thied&RID project in Beijing, China held
in February 2007. These technical issues were whese both the Chinese and European
experts believed that joint technical developmeas wequired to ensure the interoperability
of the resulting grid services:

* New programming paradigms
* Grid architectures

* Grid management

» Virtual organisations

* The component model

* Workflow — business progress

In this report, each of these topics is addressealchapter, covering a detailed analysis of
their expected state at each of the three pointe@noadmap towards the vision of a globally
interoperable grid infrastructure.
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2 NEW PROGRAMMING PARADIGMS

2.1 Vision

Over the last ten years, grid computing has seemendous developments of research to
build effective grid infrastructure and to a largatent service infrastructures. Despite all
these efforts to design effective and usable comgunfrastructures, there is still a concern
about how we can program such infrastructures wiktligher level of abstraction than actual
programming models do. To some extent, programrgimds nowadays is very similar with
what computer programmers faced before programiaimguages came to light. Taking into
consideration the increasing complexity of exist@gd or service infrastructures, it is of
prime importance to study novel programming modie#& can both hide the complexity of
the underlying computing infrastructure and provédeertain level of abstraction to enhance
programmers’ productivity. This has been alreadynteol out by lan Foster and Karl
Kesselman in their second edition of their booké&Trid 2: Blueprint for a New Computing
Infrastructure”

Grid environments will require a rethinking of eig) programming models

and, most likely, new thinking about novel modeadsensuitable

Programming the grid means that a suitable waypoess the coordination of computations
among a set of distributed resources has to badadvAs the service-oriented paradigm has
been adopted by the Grid research community, pnagiag the grid can be seen as
specifying the orchestration of services. For agiproblem or applications, specification of
the orchestration should be done using high-leves$tractions having the following
properties: intuitive so that non-expert programsnan use them, generic to handle a large
spectrum of applications and parallelism should itplicit and fully hidden to the
programmers. Moreover, to cope with the large seal@ unreliable dimension of the grid,
programming languages, providing these high-lebstractions, have to be associated with a
distributed execution model to avoid any bottleneck

2.2 State of the art & Limitations

Current grid programming paradigms came from exgsprogramming practices. Some grid
programming paradigms extend CORBA for the gridtesy while some others adopt
traditional master-slave models. Most programmingpels are based on Java, using RMI,
sockets as the basic communication infrastructinesy provide features like multithreading,
group communication, global synchronization, andsoFor most grids aiming at providing
computation capability, MPI is still used as pragming language. From the perspective of
an MPI programmer, the grid is a single computed i&is a specific computer according to
the individual application. Although it is possiliteprovide high performance programs, MPI
exposes too many low level architectural detailstie application developers, so that
programmers must deal with resources allocatica lealancing, fault tolerance, and so on.
This makes computational grids quite limited foe usy the traditional parallel application
developers.

As to the interaction between programming compaditw-based language and approaches
are used to indicate the communication and cofiow at run-time. Grid workflow is used in
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many e-Science environments. This paradigm enabiles
orchestration of Grid services via GUI or XML-bassethndards that are used for the
description of service infrastructures.

And also there are many rising distributed compoen objects models, like map-reduce,
they all give new possibilities for the ecosysteneurrent grid programming paradigms.

There are some limitations for current grid progmang paradigms and practices. In current
Grid programming models, physical resources aremaoh exposed to the programmers, in
terms of number of resources, resources charaatsri$t is difficult to deal with dynamic
changing large scale Grid environment using thdicstaformation of Grid resources.
Programmers must handle really low-level techni=hils to make their applications highly
efficient, adaptable to the dynamic and complextexnof Grids. For the feature of level-
level abstraction, these paradigms are difficuliearn, they are restricted into these well-
trained Grid programmers. Also for this reason, teesability of current models is low.
Existing Grid programming models lack of scalapilin term of dynamicity. They lack
autonomic adaptation to the changing environméserministic execution is insufficient to
support the development of complex systems.

2.3 New ldeas

In the area of programming, there are many uncdiosead approaches being currently
investigated in the context of Grid: such as ChamRrogramming, Autonomic Element
Programming and Pipe-based Programming. We revigfl\othese approaches in the next
paragraphs.

Chemical programming gets its inspiration from themical metaphor, formally represented
here by a chemical language, such as HOCL thatdstdar Higher-Order Chemical
Language. A chemical program can be seen as a @gnbhemical solution where data is
represented by floating molecules and computatiorch®mical reactions between them.
When some molecules match and fulfil a reaction itimmd they are replaced by the body of
the reaction. That process goes on until an irautien is reached: the solution is said to be
inert when no reaction can occur anymore. Formallghemical solution is represented by a
multi-set and reaction rules specify multi-set riéwgs. In HOCL, computation is seen as
reactions between molecules in a chemical soluttSdCL is higher-order: reaction rules are
molecules that can be manipulated like any othefecmbes, i.e., HOCL programs can
manipulate other HOCL programs. Reactions only ntmeally between few molecules that
are chosen non-deterministically. The execution loarseen as chaotic (non-deterministic)
and possesses nice autonomic properties. It is thupood candidate to express the
orchestration of computation or services withinrig.gMoreover, it provides a high-level of
abstraction since the chemical rules are very didge¢he problem specification.

Most of the resources sharing activities are disted, parallel, heterogeneous, dynamic, and
most important, managed by different parties automasly. For any grid programmer, he/she
has to write the codes which manipulate the ressuogvned by autonomic entities. Being the
fundamental building block of autonomic systemstoaamic element is a natural
programming concept for modeling and encapsulathrey diversity relating to the local
resource sharing activities. Autonomic element pogning is very similar to the agent-
oriented programming paradigm in the heart of tregramming model, but it targets more
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on providing dynamic modelling capability to supipdata resource =" A1 CHNESE COORERATION AN GRID
aggregation tasks with a property of best-effolte§e kinds of tasks are becoming pervasive
in the field of information fusion and knowledge gareering, including search engine,
knowledge management, and many other Web 2.0 apipins. With the evolvements of grid
applications and its marriage with the de facto Vi2geb applications, we believe that the
requirement of autonomic modelling of heterogenaessurces which may support dynamic
service orchestration more naturally will becomerenand more pervasive. Modelling grid
resources from an autonomous element’'s perspeidtilikely to become one of the most
widely used programming paradigms.

GSML is proposed by ICT, CAS to simplify the devmdos’ efforts of building Grid
applications via the techniques of resource viizaéibn and abstraction, loosely coupled
component architecture and high-level reusability.

Funnel is GSML component model. Funnel means pipea software module that conceals
low-level details of resources and exposes to éweldpers only event-based interfaces: input
events and output events. Funnels are made uptaaoftart middleware, toolkit and even
resource APIs, and can be used to interact witld @Griddleware, Web Service, WWW
resources, API resources and legacy applicationgedls In a Grid resource space, run-time
funnels represent a set of available virtualized aabstracted resources usable by
applications, which calle€unnel library. A funnelmay be referred by a URI globally in a
given resource space, and represenigtaal resourcewhich may be served by more than
one realphysical resourcdogether. The mappings between virtual resouroes poysical
resources, also calleactsource binding are performed automatically and transparently at
runtime for load-balance and fault-tolerance.

Funnels in resource space are connected to forrd &uplications according to users’
application-level requirements. A grid applicatisnspecified as an XML document which
defines which funnels and how they are connectedné€ls are defined and referenced by
URI which implies the usage of a certain virtuadaerce. The connections between funnels
are specified by how the output events from sotuneaels are disseminated and transformed
to the input events of target funnels. The looselypled component architecture in GSML is
event-based by nature: applications register tlemtsvthat interest them, trigger developers’
handlers when feed by the output events, and dggsibform some transformations and send
out input events to funnels. The connections aadsformation between funnels are made
transparent to funnels: funnels neither know wiestidations to send output events nor from
what sources to receive input events. Thereforadisnmay be developed and deployment
independently, but are reused many times on denafrajsplications. When application-level
requirement are altered, the changes can be addgptethe flexibility of event-based
connections of funnels: no need to edit, compilé mk the application when changing the
high-level logic of grid applications in XML documi The new paradigm also encourages
building a large grid application by connecting e@ment-based fashion some small parts,
which are themselves funnels and built by smallertsoso on. The divide-and-conquer
solution of complexity in Grid applications is etheadb by the high-level reusability of GSML.

Apart from these aforementioned programming paradjgaspect-oriented programming,
skeleton programming, meta-programming or high-otdeguages could be explored in the
context of grid programming.
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2.4 How Grid programming is addressed in existing E ~ C and
Chinese R&D programmes

It is widely accepted that the programming paradigrmane of the most important facts for a
new concept to be widely used and adopted. Meaawibils also one of the most challenging
and risky topics in software engineering, becatibas so many facets, technical but also non
technical, and requires efforts from both acadend/iadustry.

In China, most of the research work programs inalgidNatural Science Foundation of China
(NSFC), National High-tech R&D Program (863), Natb Basic Research Program of China
(973), have supports on the research activitiehefnew programming paradigm for grid
computing. Most leading projects, such as Crowd griddleware (supported by NSFC and
863, internet-based Virtual Computing Environmestpported by 973) have sub-project on
this topic.

During the last decades, there were also many mgngirojects from the EC on the
new/unconventional programming paradigms especisllyhe Future Emergent Technology
unit and its Global Computing Initiative. Reseaedforts were presented at the workshop
‘Unconventional Programming Paradigm 2004’, supgbrby the European Commission
Information Society Technologies Programme, Fuamd Emerging Technologies Activity.
We can also mention the CoreGRID network of exoekethat has some research activities
aiming at using chemical programming for workflomaetment.

2.5 Recommendations for EC and China

New programming paradigms are seen as long-termarels on both sides (Europe and
China). The main recommendation is to put theseares activities in the mainstream of
R&D projects. More experiments with real applicasoand mature implementation of

unconventional programming paradigms should be waged. The two research

communities: the one addressing unconventional raroging and the grid community

should participate to some joint projects to pessthnovel approaches into practice. Although
we think that these new programming paradigms laageod potential to address the existing
limitations, they have to be experimented with sanakeistrial test cases.
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3 GRID ARCHITECTURES

3.1 Vision

It is commonly accepted that the short-term archii@l vision for Grids must include more
successful paradigms from the industry such as i@e@riented and Web-Service
Architectures (SOA & WSA). In the short-run thislwgreatly reduce the interoperability
issues between the various Grid designs and implmens assisting in the collaboration
and convergence of the Chinese and European infcastes.

These infrastructures will manage to support thedualization of data and networks,
removing complexity from the application layerstbé Grids. Virtualization can lead to the
support of flexible business models and applicadomains, thus increasing compatibility
between existing and -perhaps- independently dpedloniddleware.

However, it is expected that in the long-run griddél eventually move away from the
traditional Web1.0's fixed Provider/Consumer arebitire. Moreover, extending the Web 2.0
principles in the grid area, we can model vari@sources as equal entities acting as not only
providers but also consumers, whose actions anermrby on-demand aggregation and
autonomic collaboration based on their own intete$his revolutionary approach will be
driven by an effort to develop a Grid that will beamless to the application end-user, hiding
the complexities of the underlying mechanisms. ditehitectures in the long-run will manage
to support a wider audience of end-users, providivegn the tools to develop, provide and
consume services concluding to an actual demoatatiz of grids and through that, resolving
numerous technological issues.

3.2 State of the art

In order to reach the short and long term visidhs, two communities can build on some
progress that has already taken place in sometseélaorks that are already leading the way
to the realization of the visions, especially thers-term.

As it is widely accepted that the short-term visi@as already started to be applied, the main
work taking place in China and Europe, is a mixGrid and SOA infrastructures. The
developed frameworks comprise the state of théndtie architecture area in Grids. This is
witnessed in a number of projects for the develagréGrid frameworks such as XServices,
CNGRID, CROWN and UNICORE, GRIA and NextGRID ISTs.

The basic Grid architectures for China consist BGRID, CROWN and XServices. China
has funded a series of Grid projects to establisid @frastructure in recent ten years.
CNGrid and CROWN are two well-known projects forildung Grid testbeds, which
integrate high-performance computers with a newegdion of information infrastructure
and facilitate scientific research in differentaigdines. The Grid architectures inside testbeds
are both based on Service-Oriented Architecture @8&A, while compliant to many Web
Services standards of W3C, OASIS and WS-I. XSesvésEms to be an interesting case, as it
is largely based on a web service computing priasipXServices is a software suite and an
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effective way to implement SOA, which consists oEMServices
Runtime & Application Server, Web Services Workfl@esigner & Engine, UDDI Server,

Web Services-based Information Portal and sevessfull tools to facilitate service

development, deployment & management, and to peo@dS & security support. XServices,
only based on JDK, is open source and fully implet®&®/SRF & WSN to support resource
management and state notification.

Respectfully, the main representatives of Grid iéectures for Europe in the context of this
roadmap, seem to be GRIA, UNICORE and NextGRID. UNCORE 6.0 is a WSRF based
implementation of the UNICORE Grid middleware.dtrhs a software stack that implements
an extensible service-oriented architecture complia current Web services standards.
Similarly, GRIA is a service-oriented infrastruaudesigned to support B2B collaborations
through service provision across organizationalnd@nes in a secure, interoperable and
flexible manner. Again, it is based on a numberVBéb services standards. Finally,
NextGRID is working towards the direction that OGB#s indicated, extending the standards
and formulizing a prototype Grid architecture, &ngg mainly in the economic viability of
Grids.

Of course, important variations of the abovememibarchitectures have appeared that worth
being used for building towards the vision. Such e SIMDAT, TrustCOM, BREIN and
XtreemeOS ISTs. SIMDAT uses the GRIA framework arténds it with dynamic properties
deriving from NextGRID in order to support a numieérousiness applications. TrustCOM,
focuses on frameworks where trust plays a centtel BREIN is dealing with the business
perspective of the relationships between the actorsa SOA environment. Finally,
XtreemeOS takes a different route by attemptingriical virtualization of Grid layers. All
these, along with two more interesting ISTs (GridiAand SOA4ALL) can significantly
contribute in the democratization of Grids, whieless to be the long-term vision.

3.3 New ideas & Limitations

In the way towards realizing the vision startingnfrthe current state of the art there are some
obstacles. These obstacles form the limitationsdbalikely to encumber further progress of
the Grids. However, at the same time, there areesdeas the implementation of which will
comprise a breakthrough in the area, bringing Goits step closer to their vision while at the
same time, contributing to the convergence of Weeresearch efforts.

3.3.1 New ldeas

One idea that will greatly help in resolving thengatibility between Grid infrastructures is
the development of architectures based on prirgif@ey. standards) that will focus on the re-
use of existing infrastructures. Moving to morevass-oriented frameworks will render
specific grid middleware obsolete, however sped#échniques that have been applied there,
are still useful. Moreover, as the “Grid Framewd&nkdl grow bigger to become large scale,
distributed environments, they will very much rebéanEnterprise Service Buses (ESBS).
Each “service” on such an infrastructure can benaller framework that will have specific
technical properties and may even satisfy differ@mplication requirements. Such a sub-
framework could even be the Grid infrastructuresrikelves.

Another innovative idea that would benefit the Gridion would be to design architectures
that will support dynamic trust and security andASLThe components of these architectures
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must be deployed and configured in such a waywlilaenable trust
and security assessment of the relationships ihtma&. The relationships must be fully
described by SLAs that must also be dynamicallgss=d. Assessment will be achieved by
profiling customers and providers, using histondormation on their requirements and
capabilities (e.g. QoS).

Another area that will help in the Chinese and lpaem effort to materialize the vision is to
make specific breakthroughs in the resource managemechanisms. Especially, it has been
identified that designing and including mechanighag will realize improved coordinating of
the resource reservation. The idea is that the detipation of Grids will soon require a
specific pool of resources to be used by a greamtsvunt of applications. This means that
resource reservation will become crucial in saigfyboth the functional and non-functional
requirements of the applications. It is expecteat thture resource reservation planning is a
topic that, once properly addressed, will coverrteds of the vision.

By combining the European efforts around GRIA amel €hinese efforts around Xservices it
should be possible to develop an open source framkefor distributed SOA deployments,

which should be able to compete with US developméike Websphere and WebLogic,

which currently dominate this market.

3.3.2 Limitations

Standards have entered the world of Grid architestin order to resolve interoperability
issues, not only between the -by default- hetereges resources but also between the
various designs. However, in practice, things haveed out differently as using a standard
in the design-phase and implementing it in the hgment phase has often led to
incompatibilities. Moreover, it is not uncommonsee two different standardization efforts to
work separately towards the same goal (e.g. WSHihgemand WS-BaseNotification). The
result is a set of standards that on one handfgpamuil profile the operation of at least a part
of a Grid architecture but on the other create letiafas to whether a specific version is the
appropriate one or not. This mainly yields from tthéerent experiences as well as of
different goals that each development team mighehdeading architects to a varying
assessment of the maturity and the need of stasidard

Another issue that seems to be hindering the psockgrids and of the convergence in the
initiatives of the two communities is the differarde of grids in general. It seems that Grids
in China are designed with a strong focus on thé&iqodar application that it is intended to
serve, usually coming from the public sector. Griits not necessarily have a business-
oriented perspective, at least to the extent thatofiean research and development
communities would like to have. Thus, there isféedénce in the business models support, at
least at a conceptual level.

Still, there is a perennial problem to all the @exdtures. This is the different understanding
of an architecture, a problem which especially md&is much more evident. The multilayer
nature of Grids (from a resource layer to an apgibn layer through the middleware layer
and so on so forth) usually causes problems toitapth that tend to design based on a
different model. E.g. one may consider that an itecture is needed in order to define the
profiles of the interactions between conceptual e®davhereas one other may suggest to a
specific component model, explaining in detail wblasses are needed. In summary, the lack
of formulization of grid architectures presentstabkes in realizing the vision.
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Finally, country specific political policies whigovern the nature of sharing resources, data,
applications, user access to information, etc pldly a major role in shaping the advances for
this topic.

3.4 How it is covered in existing EC and Chinese Wo  rk Programme

It is commonly accepted that the both the ChinegkeEuropean workprogrammes for Grids
have already paved the way for realizing what reenkset as the short-term vision for Grid
architectures.

In FP7, research in Grid Technologies is part & T Challenge “Software & Services
Architectures and Infrastructures”. Its purposéhis continuity of the FP6 Grid Technologies
projects and activities as well as the closer ratgn with current trends and initiatives
towards service-oriented architectures and infuastres.

Similarly in China, The National High-tech R&D Pragnme (863), sponsored by the MOST,
is the major source of government funding on geskarch in China. The biggest effort is the
China National Grid (CNGrid). The first phase of G was supported by the project “High
performance Computer and Core Software” from 2@02005, with a government funding of
100 Million RMB. The second phase of CNGrid wasnkehed in Sept. 2006 with a
government funding of 640 million RMB from the n@noject “High Productivity Computers
and Grid Service Environment” from 2006 to 2010¢d ame of the project’s targets is to
support SOA inside Grid environments, too.

3.5 Recommendations for EC and China

There are a number of steps that it would be abigsfor the two research communities to

follow in order to take the state of the art cloethe vision. These steps are:

» Put effort in dynamism (such as dynamic serviced®n, composition, business models
support, etc)

= Emphasize the development of WS standards for ghialswill also support backwards
compatibility

= Develop open source competitors for tools that eupgistribute SOA infrastructures
(e.g. WebSphere)

Starting from the visionary goal to move to SOAnieworks rendering obsolete monolithic
grid systems, it is advised that effort must be teesupport dynamism in various fields:

service selection, service composition, SLA comjpmsj business models, etc. Broadening
the capability of Grid infrastructures to supporbrm applications and end-users, more
systems and services, greatly increases the dyitgroiche environment. Along to that must

come management systems to enable the administratiothese environments while

encompassing policies and several important caitérig. business-oriented criteria) for any
selection made.

Moreover, the two research communities should invesre in developing web services’
standards for promoting the grid concept. Thesedsii@ls must enhance the capability of the
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developed infrastructures to integrate with Gridtegns that are noyy =" A1 CHNESE COORERATION AN GRID
outdated. Moreover, it is important to find a waydesign architectures that will be able to
put together frameworks that perhaps are creatsdpport a shortened range of applications
but in a very successful way.
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4 GRID MANAGEMENT

4.1 Vision

The term Grid Management is in itself quite selplexatory and also in the same sense as
grid induces ambiguity to scope of this topic. Tdmproach to define a vision is to start
identifying the fundamental aspects associated withnagement and couple it with
motivational scenarios for the usage of the Grid igmrelevance to the stakeholders.

The grid in its basic essence has emphasized odeéWvDistributed Secure Sharing” aspect
as applied to the shared entity usually referredgaesource. This driving force should be
supported based upon the following:
a) Local provision considering security and privacsuiss.
b) On-demand access to content and adaptation obtitertt to context.
c) An ecosystem of autonomic, self managed systems.
d) The contexts could be users, devices, locatiornpatidies including and not limited to
state, organization and user.
e) Capabilities of handling very large data volumeghwiong term digital curation
assessed by business. Eg: 2 to 10 PBs per yehugi@ess.
f) Implementing dynamic business models with cleapastability of consumption and
pricing issues across industry, enterprise andareeecommunity.
g) Economy of scale considering factors like cost,eB8f€, energy, cooling — modelling
renewable resources.

With the above motivations, we envision scopingrf@nagement of grid through a “Utility”
model scaling across geographic zones of entegpasel the heterogeneous devices and
appliances leading to a merged vision — Pervasivé@yumodel. This utility model will be
applicable to the widely distributed secure shaohgesources including but not limited to
computing, storage and bandwidth.

The management is best understood by analyzingdbasethe fundamental aspects as
mentioned below and popularly termed as “FCAPS” agament:

a) Fault Management

b) Configuration Management

c) Accounting or Charging management

d) Performance management

e) Security management: Authentication, Authorizatietc,

We elaborate a roadmap for Grid management fora®ds10 years by rationalizing the above
fundamental aspects with a unison vision of gngta as below:

a) Resource

b) Connectivity

c) Collective

d) Applications — supported by the Grid infrastructure

e) Users — To be analyzed from stakeholder perspective
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4.2 State of the art & Limitations

The current status of Grid management is still @wnglin EU and China with both addressing
specifics in resource management.

4.2.1 EU engineering initiatives in Grid management:

a) UK National Grid Service (NGS): STFC operates thi€ National Grid Service
(NGS) for researchers to use national and inteynaticomputing and data resources.
The NGS has about 400 real users of whom aboutid®@@bout 90% of the resources.
The STFC e-Science department of 140 people opratedK NGS as well as other
national resources for computing and data manageimending the 6 Petabyte Atlas
data store, the national scientific visualisatienv&e and compute servers for several
research communities.

b) Efforts on resource management, scheduling and badahcing. Development of an
Execution Management System (EMS) where QoS plaggrificant role in the
distribution of tasks. Efforts on SLA management accounting for supporting
systems that provide strong QoS guarantees.

4.2.2 China engineering initiatives in Grid management:

a) IVCE: Internet-based Virtual Computing Environmeista 5-years project funded by
National Basic Research Program of China (aka. @tgram).The first focus is
Resource Aggregation Model, Mechanism and Compuurtaki Properties (iVCE-2),
the other is called Resource Collaboration Modegchanism and Computational
Properties (iVCE-3).

b) CNGrid: China National Grid is engaged in grid i@®@ monitoring and management
in CNGrid Environment.

c) SDG: Scientific Data Grid has focused on SDGFiridesearch for registered services
in a registry

d) Bird Flu Monitor Grid: This focuses on security ddta resource sensors and mobility
management issues with bird migration.

e) CNGrid GOS: Naming management in GOS is a residietecentralized registry for
variety kinds of global object. It provides lowdaty object locating by object GUID,
high success rate searching by multiple attribotaesch, stable object view based on
linked naming services to enable the effectivewaHphysical address space. User
management, resource management, agora managemetioris are based on the
naming. The static metainfo in HPCG is also staneghming.

4.2.3 SDO initiatives in Grid management:

OGF has dedicated an area called Management Ariea Wwas the following working groups
active and proposed many recommendation and infoymdocuments:

a) Usage Records (UR) — Working Group: It has produitexd Usage Record Format
recommendation (GFD.98)

b) Configuration Description, Deployment and Lifecydanagement (CDDLM) —
Working Group: It has produced the Smart Frog — fi@amation Description
Language, a CDDLM component Model, CDDLM API fomptteyment description. It
defines a coherent CDDLM framework too.
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c) Grid Economic Services Architecture (GESA) — Wogkin™" s A CHEsE cooremarionan eri
Group: It mainly concerns the economies/trading@nd. It has output a Grid
Economy Use cases document.

d) Application Contents Service (ACS) — Working Groijis group mainly concerns to
manage application contents.

The state of the art and limitations in Grid mamagaet are presented in the below descriptive

table:

Fault Configuration Accounting | Performanc | Security Dynamic
e capabilities
Resour ces Tools for | Tools for Tools for Tools for Tools for Tools for
individual | individual individual individual individual individual
resources | resources resources resources resources | resources
Connectivity | ITU-T Mseries MSeries MSeries MSeries Proprietary
TMN, implementation
MSeries s possibly based
on the CMIP
stack or SNMP.
Collective (gLite); gLite (resource EGEE Some trust GOS
Globus discovery) (resources not| monitoring certificate (monitoring)
GOS GOS (UDDI-like | money; PMA
GRIA registry), iVCE compute not
(Bridge) storage)
Monitorin GOS (no
g & accounting)
notificatio
n
Applications | Some jobs| Stand-alone withf Not even| Isolated No No autonomic
(supported reallocate | much local| defined applications application- | management.
by Grid) resources knovyledge o only; no | level _ Hete_rog_eneous
solutions) on failure. | required; limited performance | security application
No check-| hot service metrics profiling/manag
pointing deployment ement
framework requirements.
User User Aligns application| nothing Tunes joly Certificates | No portable
currently requirements  td submission with user context
manages | resources proxies
faults (manages
own
credentials)

To summarize, the management issues that a Gridc8d?rovider will face from the current

Table 1: State of the Art and Limitationsin Grid M anagement

date to 2018 are as follows:

a) Regulation around Grids with emphasis on Certifocgt Accounting

establishing trust domains.

b) Technologically, standardization of interfaces anotocols.

c) Management of Fault, Configuration, Accounting, fB@nance, Security and

rules,

Dynamic capabilities dependent on resource, enmeont or the object.
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4.3 New ideas

The new ideas proposed are primarily aligned asléstones to be achieved over the next 10
years. This aims to bring about a consistent thopgbcess of what is achievable and what
really requires long term research within the tifrmes. The new ideas will evolve over
time; the format provided below suggests a ratertal align the focus as innovations are
achieved through research.

a) 3 years roadmap: Standardization and prototype

b) 5 years roadmap: Declarative semantics based miaieage

c) 10 years roadmap: Autonomic Grid management

4.3.1 Three years roadmap:

Emphasis is on Standardization and prototymihthe vision of Grid management to make it
consistent across EU and China. It demands exensee of existing technologies and
development of consistent frameworks across vendties below table illustrates the vision:

2011 - Fault Configuration Accounting | Performance [ Security | Dynamic
STANDARDI capabilities
ZATION &

PROTOTYPE

Resour ces Cross-vendor standardization

Connectivity Better wireless (heterogeneous) support within tireeait policy framework

Collective Improved Standardized Defined Defined Interopera | Extending
accuracy in | definition & common cost | monitoring bility of existing
fault procedures model for performance, diverse management
location; (bandwidth), | management of | security information
fault data storage, | failure & managem | models like
correlation & processing | standardized ent CIM to cope

SLA. systems with
heterogeneity
& dynamics
of Grid

Applications Defining Generic Definition of | Definition of Rationaliz | Specify

(supported by check- description of application application e supporting

Grid) pointing applications cost model & | metrics. applicatio | environment

solutions) framework | (prototypes) prototype n-level for Virtual
for basic optimisation security Organizations.
recovery. tools.

User Fault- Configuration Define Performance Standardiz| Specify
analysis management framework analysis tools ation of framework for
tools tools for grid user analysis of

economics access to | FCAPS
grids & analysis and
associated| management
tools

Table 2: Vision 2011 - Standardization and Prototype
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4.3.2 Five years roadmap:

Emphasis is on_Declarative semantics based manageiore grids. This will meet the
primary aspect of grid — Interoperability in dynaneinvironments. Rules based management

of Grid systems is suggested to be the focus. Elmbtable illustrates the vision:

2013- GRID | Fault Configuration | Accounting | Performance | Security | Dynamic
MANAGEM capabilities
ENT BASED
ON
DECLARAT
IVE
SEMANTIC
S
Resources Standard specifications for FCAPS management Interoperability
— - - - of management
Connectivity Research on declarative semantics (rules) basedgeaeat of Underlying across the areas
networks. of management
Collective Automated Automatic Declarative | Declarative Declarati | considering
resource & configuration semantics for | semantics for | ve heterogeneous
connectivity | tools & tools- accounting Performance | semantics| Site Grid.
re-allocation | assisted policy management | for
configuration & | specifications| specifications | security
composition. managem
ent
specificat
ions
Applications | Standards for | Standardisation | Development | Development | -
(supported check- of application of of application
by Grid) pointing & descriptions & | optimisation | level semanticq
solutions) fault mapping to tools for statistical
reporting. configuration. covering analysis
Demonstratio | Workflow costs
n of migration | libraries. semantics
of processes
across nodes
after faults
User Helper tools | Tools and Declare Helper tools Rationali
for fault Semantics for requirements | for ze
recovery, capturing inputs | for Grid Performance | requirem
management. | for self usage management | ent for
configuration accounting & universal
and decision- identity
reconfiguration | making managem
ent for
Grid.

Table 3: Vision 2013 - Declar ative semantics based management

4.3.3 Ten years roadmap:

Envisioning the usage scenarios of Grid in 10 yettues proposal is to focus on Autonomic
Grid managemenacross federated systems with reasoning capabiliffhe below table
illustrates the vision:
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2018 - Fault Configuration Accounting Performance | Security
AUTONOMIC
GRID
MANAGEMENT
Resour ces A framework for self management for reasoning axetating run-time policies
governing FCAPS management
Connectivity Self Healing | Context Aware self | Dynamic and Self tuning/ Self aware
Networks configuring/re- adaptive Grid | optimizing networks.
configuring economics networks Develops
networks implementation Dynamic
like 1+1+1=2 shield across
cost units. (Surmj different
of parts is not types of
equal to the network
whole) attacks.
Collective Self Healing | Self-configuration &| Requirement & | Self tuning / Self
enablers and| composition. resource-aware| optimization awareness
management| Autonomic accounting enablers and | enablers and
framework with system (context| management | management
semantic-based aware)
configuration.
Applications Automated | Application Adaptive - -
(supported by management| workflow/semantics | accounting
Grid) solutions) of fault to consider system to
configuration optimize
semantics resource usage
based on cost
User Physically Policy specification | Decision No action Advanced
replace that would enable | delegation for | required security
resources. auto-configuration | accounting interfaces
or self configuration/| needs. including
re-configuration biometrics.
Table 4: Vision 2018 - Autonomic Grid M anagement

4.4 How is it covered in existing EC and Chinese WP

Grid management has been the non-priority topithenresearch world. The main focus is
usually on the functional aspect of the grid. Thactional aspect has been evolving and
aimed at interoperability in the existing grid @dtructures. The management aspect of the
grid had been only seen as a tool for easing thi&laad upon the stakeholders for assisting
analysis of resource metrics. Both EU and Chinahinipt be thoroughly aware of the need
for establishing strategic partnerships in Grid sigement.

4.4.1 EU Work Programme Initiatives Status

The EC funded Framework Programme (FP) projectse hbgen instrumental in the
development of Grid research and have attainedidenrable maturity in all aspects of Grid.
The FP6 projects like NESSI-Grid, BEInGRID, AkogamXtreemOS and many more have
been focusing on various grid aspects for specifisources and are evolving specific
management functions. There is now a need to lmiad) the common functions and tabulate
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them more formally and understand the implicatiforsthe standar
interactions for management across resources. Thieilided FP7 initiatives should consider
explicit focus on Grid Management.

4.4.2 China Work Programme Initiatives Status

The National High-tech R&D Programme (863), spoaddny the Ministry of Science and
Technology (MOST) of China, and National NaturaleBce Foundation of China (NSFC)
are the two major sources of government funding Niational Basic Research Program of
China has also involved in funding through the pr@ects. The above initiatives have made
considerable efforts for general Grid initiativeésGhina. The projects under these programs
like IVCE, CNGrid have taken considerable initig$vin pursuing challenges for Grid
Management as illustrated in the State of the art.

4.4.3 SDO Initiatives

OGF (Open Grid Forum) has been a pioneer in Gaddsrds initiatives and has dedicated
efforts in evolving the Grid management aspectsugin its MANAGEMENT area working
group. The WG has proposed some recommendatiornsridrmanagement as illustrated in
the State of the Art. There are many other SDOs GASIS also specifically focusing on
developing web service standards for managementvidw of industry standards for
connectivity management, the telecommunication mament networks framework has been
standardized through ITU-T and TMF. These industtgndards for management of
telecommunication resources can have a major ingrathe evolution of Grid management
standards. These SDO initiatives have significamblvement from EU and China.

45 Recommendations for EC and China

To provide further inputs and realize the above tineed visions, the following
recommendations are proposed:

a) Grid management should be an explicit focus ofaedein both EU and Chinese
research initiatives like FP7 and 863 programmaebsfaous should be on SMEs and
industry to experiment with innovative business gisdipon them.

b) Grid management should take considerable input filmenTelco standard fraternity
like ITU-T, TMF for Grid to enter into a clear mayed scope of business enabler.
Today we have considerable working grid efforts #mel motivation to keep these
efforts functional will require the accountabilif these Grid infrastructures in a
global business scenario. Without Grid managemeattises in place, the funding for
these initiatives will lack clear motivation.

c) Additionally, ETSI could take the role for Grids iRurope, the Ministry for
Information in China that ITU does for Telcos, aggRlator and Standardization body.
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5 VIRTUAL ORGANISATION

5.1 Vision

A virtual organization (VO) is a dynamic group aflividuals, groups, or organizations who
define the conditions and rules for sharing resesirdhe concept of the VO is the key to Grid
computing. It is a buzzword in recent years. Dé#far projects have different definition for
their Virtual Organization. But all VOs share sordearacteristics and issues, including
common concerns and requirements that may varyzan scope, duration, sociology and
structure.

From our survey among some partners of EchoGRIDYG should have following
functionalities, such as user/role management,ureso management, trust and security
management; and a VO should have the propertidading: dynamic, QoS guarantee,
scalable; also for a VO that wishes to exist stdbfylonger time, it should have a business
model.

The rising of SOA (service-oriented architecturays hmpacted the grid technologies. Since
SOA encompasses architecture issues in both bgsamekinformation systems, it has great
potential to enable alignment of VO approaches wlithbased business networking
approaches, such as enterprise interoperabilitywlsite SOA can contribute to VOs, VOs
can also make their own demands from the new aathite.

5.2 State of the art & Limitations

VO is a key part of a grid platform; almost evergjpct on Grid will do research on VO, or
use the mature techniques of VO. We list projecsifEchoGRID partners that deal with VO
here.

One of the efforts visible today is XtreemOS. Thaye concerned with building and
promoting Linux based operating system to suppiotial organizations for next generation
grids. It is compliant with OGF SAGA (Simple APIlerfGrid Applications) specification.
Installed on each participating machine (persooahmuter, cluster of workstations, mobile
devices), the XtreemOS system will provide for @wd what a traditional Operating System
offers for a single computer: abstraction from trerdware and secure resource sharing
between different users. It will thus considerabfse the work of users belonging to virtual
organizations giving them the illusion of usingraditional computer, and releasing them
from dealing with the complex resource managemssues of a typical Grid environment.
By integrating Grid capabilities into the Linux ket, XtreemOS will also provide a more
robust, secure and easier-to-manage infrastruéturesystem administrators. This will be
experimentally demonstrated with a set of real iappbns, provided by well-known
industrial partners that cover a large spectrumpglication fields.

Started in December 2005, project iVCE, InterneteloVirtual Computing Environment, is a
5-years project funded by National Basic Reseamdyf@m of China (aka. 973 program).
There are 7 sub-projects in this project. One o Bub-projects is called Resource
Aggregation Model, Mechanism and Computational Priosgs (iVCE-2). One of the research
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topics of this sub-project is to figure out basi@amanism which RPN CHNESECOOPERATIONON R
supports the process of establishing virtual comtylamganization.Virtual commonwealth

is a basic mechanism for establishing and managing within a task context. It specifies
abstract services to publish, discover and orgaguzeé resources for aggregation, and
describes the closure of autonomic elements andoemrents needed for current task. The
service interfaces are realized as a set of comprotocols and common rules between
autonomic elements and virtual commonwealth. Theadyc binding of autonomic elements
and virtual commonwealth is achieved by join/adagrhantics.

In the project CNGrid which is funded by China Matl High-Tech 863 programme and

China Science Grid supported by Natural Sciencaenéation of China, VO is implemented to

maintain the user, resource, security informatibra &srid community, and it is named as
Agora. Agora provides address mapping between phlyand virtual resources and a cross
domain access control facility combined with DACdaMAC. Agora keeps records of

runtime sessions; it provides resource abstratti@applications through a runtime construct:
Grip.

Although many VO projects exist, there are stittitations that slowdown the step towards a
practical VO.

For the functionalities, current VO lacks of:

e Supporting from the underlying OS and Grid middlesva
e Supporting of commercial applications

* Underlying administration facilities for VO bootapping

Current VO lacks some good properties for betteouece sharing and better user usages:
e Consuming too much resources, heavy-weighted;

¢ QoS guarantees

* Dynamic mechanisms

» Scalability

Furthermore, most of the Grid resources are boagdther by government funding, seldom
industries participate into the VO operation, th&seno stable and long-term model to
maintain the VO. Current VO lacks:

* Business and economic models for long-term runamgjoperation.

5.3 New ideas

In order to minimize the gap towards the visioreréhare several new ideas proposed from
academia to achieve the goals mentioned aboveisitbém below.

Adding advanced functionalities into VO to bettepgort for resource sharing.

» Better VO support for coordinated job execution,tangecheduling, job migration. Job
execution in grid environment will focus on a) stéfised sessions or services or jobs, b)
deployment times lasting more than several minatelsours, and c) restricted mobility.
Jobs (services or sessions) would be lasting freneral minutes to a few of days.
Coupled with dynamic allocation or de-allocationre$ources, job monitor should be able
to execute migration of jobs. Meanwhile, cooperati@tween jobs restricts the mobility
of jobs, which should be guaranteed by job monitor prevent jobs becoming
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uncontrolled. Check-pointing is also adopted to enalire secure =" #"° CHNESE COORERATION AN GRID
execution of jobs, especially for parallel applioas. It seems parallel jobs are more
vulnerable in grid environment since members (@&l resources) in grid are permitted
to modify in runtime.

Adding people as an interaction entity of VO. Geithbled workspace for people
collaboration: Desktop tools incorporating all kendf medias, IM, emails, software ...
etc.

Semantic support in VO. Semantic description ofiserand information is an enrichment
of Service-Oriented architectures. This significamgchanism will bring great benefits to
the scalability and efficiency of resource discgyeservice adaptation and service
composition. Knowledge-based techniques should éasited in the dynamic and
asymmetric grid context, how they will be used lbasa incomplete and partial-correct
information, how to minimize the complexity whilelisget benefit from it?

We need a dynamic, easy and full life-cycle managermfrastructure of VO.

Basic infrastructure to create, deploy the VO. €nir’'VOs lack of self-features for the

management of itself. Self-configuration, self-agmphent, self-adaptation are important

properties for the autonomic administration of VThis provides great help to the

operation of VO.

Dynamic policy-driven user, resource and trustti@tship management. Current VOs

make accounting and trust policies according tadkatification, this kind of information

will not change in the dynamic and large scale @ndtext. User access permissions to

resources are usually defined by the local systdmirgstration or the grid administration

centre, that won't be changed in a relative lomgetiperiod. Dynamic information like

user behaviours is not taken into considerationth&sVOs may evolve over time, to our

point of view, this should have great impact orstmelationship definition. For example,

a user who often exceeds his resource quota on afiteur the crash of the hosting

environment should be limited for his access tad@esources. Just like the social trust

system, a person’s rights should be defined acegridi his reputation.

More efficient and finer-grained QoS control meadbkars. Quality of a VO may include

performance, reliability, SLA. So that we think aOVshould provide following

mechanisms to facilitate fine-grained quality cohtr

= Fine-grain resource and job monitoring. The infaiora of resource
performance/cost, availability, job submission, gpleuing may be needed for quality
control.

= User history profiles and resource usage tracks. ififormation may give important
hints for Grid workload description, usage pattena resource assumption pattern.

= High efficient information retrieval utilities. Paand current system status is critical
to decide future actions, it is a fundamental ulytley service for Grid platform.
Many modules will get information from it. So it important to provide a high
performance information retrieval service, and aleme semantic info may be used
to locate a term with higher correct.

= Job scheduling strategies taking into considerataad balance, user reputation,
resource reliability and so on.

= Failure detection and fault tolerance frameworklufes in VO should be detected in
time, and provide applications with flexible andggtical recovery and fault tolerant
mechanisms, such as reboot, process migrationi-waution processes, etc.

Enabling VO across different platforms and infrasture
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* Interoperability between different VOs. Grid applions and
services may access resources belonged to muitiplgagement domains and hosting
environments. That may incur policy level intercglity problems. Different Grid
services and resources may require various cettéfscand access control policies, thus,
the VO should record application session infornradad transfer roles between different
sessions.

* Single system image of different VO informationsaarces, users, and so on. Different
VOs may have different users and resources retistraervices, making them seeing and
understanding each other is a problem of interdpksa It may require some standards to
describe the information of resources, users @ofiblicies, and some credential data that
are involved during an interoperation process.

5.4 How it is covered in existing EC and Chinese WP

Many projects from EC and China are involved wit®.V

In China, the National High-tech R&D Programme (B&Bd the National Basic Research
Program of China (973 program), sponsored by theidily of Science and Technology
(MOST) of China, and the National Natural Sciencairklation of China (NSFC), provide
government funding for VO development and operatidme virtual organization (Agora) in
CNGrid is sponsored from the key research projedigh performance computers and
software” in 863. The guideline of 863 project pyepl mentions VO research as follows:
“Provide general support for various applicatiomsl aesources, such as virtualization and
service mechanisms, naming, resource and servicesscdynamic service management,
batch and interactive job scheduling, Grid user agement, Grid resource information
service, Grid security.”

In EU, we have a patrtial list of projects on VOHRR6 or before, Akogrimo, Daidalos, EGEE,
HPC4U, NextGRID, EU-Provenance, SIMDAT, TrustCoMyiGridS, InteliGrid,etc. In the

FP7 work programme 2007-08 includes VO related cgpiCT-2007.1.2, ICT-2007.1.4,
focusing on “service and software architecturedrastructures and engineering”, and
“Secure, dependable and trusted infrastructure”.

5.5 Recommendations for EC and China

As making a roadmap for future 3, 5 and 10 yeaessuggest that priorities be given to VO
research themes presented above.

For the first 3 year period, a clear definition WD framework on the functionalities and
management infrastructures should be proposed. iffag involve the discussion from
Europe and China academy, some standards andai#srinmay be proposed during this
period. It is important to involve related indusfito the discussion, they will provide
requirement from real end-users, and help withrggttp the business model.

For the middle-term aim, advanced functionaliti€d/@®@ except for semantic support, cross
platform VO and high efficient VO should be prowid® the users.

For the 10 year goal, semantic support in VO shdaddrealized, and relevant standards
should be raised. Also, autonomic capabilitiesf@tirlife-cycle management of VO should be

provided.
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6 COMPONENT MODEL

6.1 Vision

It has been widely accepted that the componentdbsstware development is an effective
means to tackle the complexity of modern softwamech as software to support Grid
applications. With the evolution of internetworkirgnd pervasive computation, it can be
anticipated that in the near future, it is likelat we will witness large scale interactions
between components developed by different parttessa the Internet. It is an improbability
that component developers will be able to develoghskind of internet-scale applications
with today’s component models and tools, which m@stly stemmed from the enterprise
computing environments of the near past.

If we could efficiently handle the predicted conyitg derived from the large-scale
interactions between future Grid applications, weld conclude to the following visionary
ideas that may be proved useful as a guide inetttenblogical advance of this area:

1. Produce component model to support autonomic saftwavelopment so as to improve
adaptation and reusability at a high level.

2. Develop a unified component model, that will fietheeds of future industrial use cases
as well as those of today’s Grid applications.

3. Clearer separation of concerns regarding the fanatiand non-functional requirements
to ease the maintenance and the flexibility.

4. Standardize software certification models (suckhagesting model for Grid software) at
the component model level in order to improve safewquality assurance.

5. The construction of reliable and scalable softwsystems require better behavioural
guarantees. Elements towards this goal includeeragpressive specification formalisms,
development environment providing “correct by comstion” code, dynamic adaptation
techniques, etc.

6. Ensure QoS at the component level which will allkmmponent applications to provide
support SLA requirements.

6.2 State of the Art & existing limitations

Reusability has been improved with component modetgnating from industry (e.g. EJB,
CCM, etc.) as well as from academia (e.g. Fra@&lM, SCA, etc.).

Furthermore some work has been done regarding ritegration of various component
models and tools. In detail, effort has been foduseantegrating PKUAS and Jonas (Chinese
component model), while ProActive/GCM has been usddlugtests between European and
Chinese Grid platforms. With respect to SCA, sorathhas been attempted to integrate
component ideas into Service Oriented Architecturssvever, such a platform does not yet
feature the power of full-fledged components withm,instance, the capacity to impose -when
needed- the interoperable and flexible deployménbmponents upon execution.
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Besides the improvement above, it is clear thatl@mdéa and industry = 7" AH CHNEsE COORERATION G GRID
are still lacking mechanisms to support adaptadioa reconfiguration of components during
execution, based on the dynamic event occurringaftime; for instance machine failure or
overload. Moreover, we are still missing the meddras to take into account application
level requirements, such as Service Level Agreesp@miorder to improve contracted Quality
of Services.

Some of the component models are too complex twibdely adopted by the industry and
domain users. Part of the problem is the lack ofstto assemble component configuration, to
deploy components onto various platforms, and taitoothem at execution.

The difficulties to identify the basic requiremerfsr a given component in order to
dynamically select the right set of machines oncihthey can be executed is yet another
problem that prevent components from being used$®A. Such functionality will require a
unified model to describe application needs, whsttall be valid for most of the Grid
application. In turn, this will require a standaation of applications description in order for
them to really be promoted at the level of reusablaponents.

Finally, as in practice we are dealing with varimesnponent models, in various languages,
there would be a need for interoperability in comga management at execution (life cycle
management, reconfiguration, migration from one mrex to another). A challenge is to

achieve a full differentiation of functional andmtunctional part of the codes, in order to
ease the maintenance and the flexibility. Ovenak, believe we have to achieve a full

integration of components into Service Orientedhiecture, with the capacity to monitor

and dynamically maintain the Quality of Servicegx@cution.

6.3 New ideas

New light-weight component model for the autonaujgport in Grid applications

It is widely accepted that a few component modetaltto be over-weighted for developing
autonomic software entities. But in some of theliappons, not all the properties are needed
as well. If the component model itself can be agunable or reconfigurable according to the
development contexts, developers can have much fremdom in choosing those real useful
functionalities.

New light-weight component model is needed to givere support on the modelling of
autonomy of software. This component model candréeveld from existing models such as
CCM but must be light-weighted to preserve onlyftirectionalities which are of necessity.

The main research topic in this area is on howniplement the semantics of autonomic
support in a component-based way. Or, put it inttegroway, what are the necessities a
component model should have in order to fulfil thasic functionalities an autonomic
software entity. We argue that this is important deasible because (1) there are many
component models available but they are targeteddffierent domains; and (2) the
component model should be kept light-weight enoagd at the same time sufficient to
support the dynamic nature of Grid application.

Component model supporting service compaosition
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Extend component model, like GCM, to provide a paogming
framework fitted for both scientific and busineggplécations. Also, this will have to bridge
the gap between component technologies and Sebrieated architecture (SOA) in order to
achieve code and service composition for flexipildagility, etc while keeping the benefits of
the component programming model.

Standardization of platform independent modelsetothe different component models to
“talk” to each other

Component-based paradigm has been one of the dotrpnagramming paradigms for its
modularity, reuse, and runtime flexibility. Quitda of research initiatives and projects have
been launched on this topic and has achieved mduagngages including the GCM, the
Fractal, and the GridCCM component models, to narfev. In order to make them “talk” to
each other in a scalable way, platform independetels are necessary. There were/are a lot
of standardization institutions and works relatioggomponent-based software engineering in
an enterprise computing context, such as the ONPBSPSM models in MDA. The practice

of future Grid component standardization may beriefm them.

Aspect-oriented programming combined with componetel

Focusing on various aspects of Grid environmefigiet are system characteristics such as
user interfaces, component persistency and disiilpucollaborative work and end user
configuration support that can be found everywhé&emponent developers tend to use
aspects to describe component requirements, and agpects to guide component
implementation as well. With the development ofeasfriented programming methods, it
can be anticipated that AOP will contribute to facthe coupling of functional and non-
functional codes within components. Previous reseavorks relating to component-based
systems engineering could be a very good startridsmhis research direction.

Quality Assurance for Component Model design

What about the component model? The component nseshs to be a very good way to
develop Grid software. What is the connection betwe and the quality assurance of the
final product?

CM design has a direct impact on the developmeas@hSo the final product can get many
advantages by good CM design that may have asgiettensure that the software produced
is high quality software and is characterized bynsounique features that the architect
demands (e.g. security).

So the CM design is an important step towards et rof high quality Grid Software. CM
can act as a Quality Assurance mechanism, butighisie only if a standard shared and
accepted model is reached and it is well appliedjoAd idea could be to propose/develop
something similar to GRID-QCM that is oriented &stt the result of the design phase by
automatable metrics. This can be done only havingeally strong and accepted
standardisation of the CM so as to find really gelte applicable metrics.

Following this path we can reach the goal to maké &certified way in the production of
good Grid software.

The next 3 years could be a good time to standaalisommon way to project CM designed
software. The next 5 years should be enough tomeefiquality certification model for CM
design. This could be added as integration of ijsnodels (e.g. GridQCM) or a standalone
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model. Finally, it is expected that in the next yi€ars it could be
made possible to model a standard for the Grid coniiy

5.4 How it is covered in existing EC & China WP

A number of projects are conducting research onpomant models under the frame of the:
- Chinese 863 programme (NUDT and PKU).

- CoreGRID FP6

In CoreGRID, the institute on programming modelssito deliver a definition of a
lightweight, component programming model that cam usefully exploited to design,
implement and run grid applications.

- GridCOMP FP6

GridCOMP main goal is the design and implementabbra component based framework
suitable to support the development of efficient grpplications. It provides the reference
implementation of the GCM defined in CoreGRID.

- FP 7 Challenge 1 - CNR-ISTI

- FP 6 ETICS (March 2008, version 2, FP7)

The ETICS (now ETICS2) project is going to provitdee users a free platform to

automatically build and test their grid and nordgsoftware. This platform is complemented
by GridQCM, a proposal for a quality certificationodel that can be automated by the
implementation of its metric in an automatic bkl test tool.

5.5 Recommendations for EC and China
Based on the above analysis, we would like to prtethe following recommendations.

(1) Clarify the relationships among component-basadd service-based models,
environments and tools, in particular concerning gossibility to migrate the innovative
component features of Grid component model (sucB@s1) to WS/SOA platform (such as
X-Service)

(2) Both the EC and China need to put togetherarebegroups that will tackle these
important issues.

(a) New component models capable of supporting peperties of future Grid software,
such as autonomic execution, dynamic roles, adapihaviours, QoS etc;

(b) Collaborations should be funded to speed-up degelopment of programming
framework fitted for both scientific and businegpkcations;

(c) Interoperability of different component modeds different layers.
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7 WORKFLOW — BUSINESS PROGRESS

7.1 Vision

It is well-known that Grid workflow/business prosads a critical part of the Grid
environments, which captures the linkage of comstit services together in a hierarchical
fashion to build larger composite services. It eanble collaborations between large-scale
resources to support QoS-aware, secure guaramiggajzed complex scientific applications
and various business applications in the short-iasion.

For the moment, there are over twenty kinds of graatkflow systems, and each is based on
specific workflow description language and exeautenviroment. Within five years, it is
urgent to decouple the workflow systems with tisgecific Grid environments, and various
legacy workflows can be incorporated despite tiserdninations, for reducing costs as well
as enabling dynamic collaboration and boundarysingsproblem solving.

Hopefully, in the long term, the business processigion-makers can use simulations
seamlessly without problems supporting the higkelledecision analysis. And this can be
achieved by modelling the performance of detaileablem features by workflows and the
integration of these workflows in a hierarchy ofstrbction levels step by step, providing
advanced workflow composition, execution and deingygools support this integration at
each abstraction level, and also matching thetnea-events driven by the workflow with the
simulation level parameters.

7.2 State of the art & Limitations

Some of research and engineering work has alreg@ytplace in related projects of both EU
and China to achieve above visions. Typical reseamark and engineering practice involved
Grid workflow/business process, funded by Ministfy Science & Technology (MOST),
National Natural Science Foundation (NSFC) in Chand vendors, are CNGrid GOS Grid
Workflow, VINCA, CROWN and XServices Workflow, Peh Analysis Scientific
Workflow, InforFlow etc.

At present, several workflow systems exist in ti¢GZid, CROWN and XServices, such as
BPEL4WS engines, JSDL processing engines, and othérom the perspective of
interoperability, these legacy workflow systemsgtidbe candidates to be included into a
grid as a specific kind of resources providing esthation capabilities, for lowering costs as
well as enabling dynamic collaboration and boundaiogsing problem solving. GOS Grid
Workflow extends previous work VINCA to a meta-wfhokv system, so that other workflow
capabilities in several business and scientific momities can be incorporated. To this end, a
concept model is proposed, in which the capakslitielegacy workflow applications and the
enactment engines are virtualized as abstractcgsnthat can be further used to construct
applications from business level. Protein AnalySisientific Workflow project’'s main
purpose is to deal with the distributed, dynamiil gvorkflow collaboration problem. Not
only can it provide business workflow function, kalso deal with the data produce in the
scientific workflow. InforFlow provides the Human ovkflow development, integrated
workflow development, the development tools, manag# tools and operating environment
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support for the customers. Meanwhile, it combineith WVeb2,Q RN AND CHNESECOOPERATIONON GRIG
technology to package different service of the Wlovk engine into different widgets, and
this function will support customers to add new kilew function in their system.

Correspondingly, the main representatives of workfbusiness process evolvement in
Europe are SIMDAT, BRIDGE, PoSSIS, ASKALON, etc. 8IMDAT and BRIDGE
research on Workflows in the context of grid is ajon topic. As part of SIMDAT and
BRIDGE or in close relation with the work of SIMDAThe following workflow tools have
been enhanced and partially grid enabled: TAVERNAIGnovation), OPTIMUS (Noesis),
Modelcenter, isight and KDE (Inforsense). Inter@ity in the grid contexts between these
workflow tools have been demonstrated by severstiduted workflows involving several
tools in particular for applications in the devetmgnt of airplanes. Initial work was
performed on an advisor tools for workflow genemati The same cases are also in the
PoSSIS, ASKALON and other projects.

Nevertheless, although current research and engigeprogress have achieved important
outcomes and many workflow/business process engindstools occur now, there are still
some remarkable limitations to be mentioned. Fitst, gap between the business process
decision-maker and the application developer isats/and wide. Secondly, it seems to be
very difficult to precisely compare and evaluate therformance of different workflow
engines; moreover, it is even hardly to improve peeformance of execution of designed
workflow engines. Thirdly, QoS-based resource suoheg, service selection and service
composition are less considered, and the co-oidmatf different distributed workflow
engines needs to be considered and designed in efficiency. Finally, security is still a
vital element here, which needs to be well provitbgdall the workflow/business process
engines, but few existed engines achieve this relgtaow.

7.3 New ideas

From the state of art and limitations summarizeolvabit is seemed that there will be a long
way and difficult to achieve the vision. Luckilyt, the same time, as research and engineering
practices on workflow/business process become pmthdenew ideas for solving these
limitations and challenges occur gradually. In figeire below, it will orderly explain these
new ideas from two directions. One direction igrirthe algorithm, application and concept
levels, while the other is through the fields of simess process
modelling/emulating/analyzing, executing and manag&/evaluating/ optimization. Each
idea is corresponding to a point of intersectionyj¥rom two directions.
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O Mapping between scientific and business levels of workflows: The gap between the
business process decision-maker and the applicdeosloper is wide. While business
decision maker usually use BPEL for the descriptbmvorkflows, each engineering or
scientific discipline has its own workflow languagad established tools. BPEL itself
lacks certain structural elements like loops, whiate essential for optimization
workflows, for example, to implement the vision fonproving the decision making
processes by including simulation related workflow® the decision process the gap
between several abstraction levels have to be dlbgesupport for seamless inclusion of
low level workflows into high-level decision supperorkflows.

@ Workflow generation support: The generation of workflows is a time consumiasks,
which need experiences about the workflow tool afl as the application domain. On
the other hand, companies will develop and arclaiieuge number of workflows for
different purposes. By enhancing the workflows vapipropriate semantic information it
will be possible to simplify the generation of wilidkvs and make usage of the workflow
repository. For a new problem the improved workflemvironment will allow to find a
set of workflows, which have been used already sinalar context. For prototypes of
workflows, it will be possible to find similar onesvhich might be a source for
modifications or even alternatives. In a second,sthe semantic information for
workflows can be generated automatically from trekflow itself as well as from the
actual usage of the workflows.

@ Precisdly identifying the pattern of the workflow: As the different pattern of workflow
(concurrent or sequential task), the performancevakflow engine is different. If the
pattern of workflow is orderly, the engine exectite workflow is better. If the pattern of
workflow is concurrent, engine compiles the BPELth@ middle language for high

EchoGRID FP6-045520 page 32 of 36 D2.2



//(ECHOGR?D\\

EUROPEAN AND CHINESE COOPERATION ON GRID

concurrent pipelines is better than sequential &midentifying
the pattern of business process will develop withattern recognition evolution in the
future.

@ Improving the performance of semantic tagging of service description: Service
description language will contain the QoS and agplinformation of the service. For
the reason of performance of semantic tagging,reefee add the semantic tag to the
WSDL, create an inverted-index to search a simid8DL set and tag them with
semantic information, the methods which mixes thuilarity search and semantic
matching process.

® QoS and resource scheduling: Selecting suitable service with global constsint
Context information (including context of differeahgines) is focused on the services
composition, respecting the global constraintsyiser selector choose the suitable
solution reducing the re-optimization overhead tonpose an optimal process from
candidate service sets.

® Coordinating the distributed workflows: The coordinator cooperate the different
engines according and follow the coordinate rufeszy logic of expert system affects
the reasoning process, and now, Rete Il algorithFoowvard-Chaining is applied in rules
decision because considering the expected effigighe methods of Backward-Chaining
in induction will create a precise pattern matdhamext years.

@ Workflow Security Support: Due to the security requirements in workflow dnginess
process, it should provide special security sesvieéh different security level for such
kind of applications. Moreover, a fine-grained adensible security framework, trust
federation and negotiation for resource sharinganidboration are also needed to apply
now and in the near future.

Evaluating the workflow engine: The Benchmark of workflow engine evaluates the
performance of workflow engine. In the businesscpss, the environment is often
change in every time (such as the workflow of Gnid,a killer benchmark for evaluating
the resource of VO (Visual Organization)), so the property of benchmark must be
considered, the consumer must select the suitalokfiw engine under the fair
judgment methods.

7.4 How it is covered in existing EC and Chinese WP

In general, both China and EU are aware of strategsentiality to the research of workflow
and business process. Up to now, they have alrseidgown some Work Programmes and
funded several projects for achieving short-termh manddle-term vision.

The National High-tech R&D Programme (863), spoaddoy the Ministry of Science and
Technology (MOST) of China and National Naturaledcie Foundation of China (NSFC) are
the two major sources of government funding on Wovk and business process research in
China. Many efforts have been put into researclepts. As mentioned above, CNGrid GOS
Grid workflow, VINCA and VINCA4Science, etc., arél gBlustrations for this issue. For the
current 5-year programme (2006-2010) of 863, tlaeeea number of projects for supporting
to reach the short-term and middle-term vision.
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European Union, the same as China, according t&ésearch priorities highlights of NESSI
during 2009-2010, Research area of business praounesglling is included. To meet the
demands of paving the way towards the collaboragixecutable enterprises, the researchers
will focus most of their attention on how to suppalynamic formation, formalization
management and interaction of business procesgdsnmanted through services, and how to
provide long-term transactional business collabomnat In the Service and software
architectures, infrastructures and engineering el@T-1-1.2 of FP7, Project NEXOF -
Reference Architecture (FP7-216446)'s WP2 - Sercmatric systems engineering, is to
define and describe architectural components featorg, describing, managing services and
composing them into workflows in order to meet $fget business requirements. This is an
exemplification to show that, fulfilling the projec(e.g. TRUSTCOM, GRIA, NESSI-Grid,
BEINGRID, etc.) of FP6, EC will continue to suppog the research of workflow and
business process in FP7.

7.5 Recommendations for EC and China

In order to come closer to the short-term (thresrgke middle-term (five years) and long-term
(ten years) vision mentioned above, it is recomrmednthat the research and engineering
communities from both EC and China pay more aterti the following important issues:

First, to make the composition of services an expitesearch topic in the revised EU Work
Programme is a way to match its emphasis on theeShiResearch Programme, for example,
to close the gap by mapping between the sciemdifiel and the business level of workflows,
support workflow generation by mining workflow regiries for similar workflows and
workflows solving similar tasks, etc.

Secondly, advanced workflow technology is centmlbting grid technology to decision
maker’s workbench. Moreover, research programmaldhmot only care for grid architecture
and typical grid applications themselves, but gy more and more attention to the
workflow/business process technology.

Finally, research should not focus on the develagraEnew workflow tools, but concentrate
on far-reaching advances, such as integration edettworkflows from different workflow
tools in a hierarchy of abstraction levels, designiadvanced workflow composition,
execution and debugging tools which support thisgration at each and between abstraction
levels, matching between the real-time events driyethe workflow and the simulation level
parameters.
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8 Conclusion

The recommendations to the European and Chinesaroksfunders, and research planners
for each of the six topics are stated at the ertle@€&ach of the preceding six chapters. A very
brief summary of these recommendations is:

* Programming paradigms research activities shoulpuibén the main stream of
R&D projects instead of being left peripheral.

e Put effort in dynamism (such as dynamic servicedrn, composition, business
models support, etc).

* Emphasize on the development of WS standards fatsGhat will also support
backwards compatibility.

e« Develop open source competitors for tools that euppistribute SOA
infrastructures (e.g. WebSphere).

» Grid Management should be an explicit focus of aede in both EU and Chinese
research initiatives and focus should be on SMEsiadustry to experiment with
innovative business models upon them.

 Grid Management should take considerable input fritta Telco standard
fraternity. ETSI could take the role for Grids inurBpe, the Ministry for
Information in China that ITU does for Telcos, asgRlator and Standardization
body.

 For the first 3 year period, a clear definition ®O framework on the
functionalities and management infrastructures khbe proposed.

* For the middle-term aim, advanced functionalitidsV® except for semantic
support, cross platform VO and high efficient V@uald be provided to the users.

* For the 10 year goal, semantic support in VO shdiddrealized, and relevant
standards should be raised. Also, autonomic capeasbilfor full life-cycle
management of VO should be provided.

» Clarify the relationships among component-based aed/ice-based models,
environments and tools, in particular concerning possibility to migrate the
innovative component features of Grid component ehqduch as GCM) to
WS/SOA platform (such as X-Service).

* Both the EC and China need to put together resegmlps that will tackle these
important issues.

@O New component models capable of supporting new eptigs of future
Grid software, such as autonomic execution, dynaroles, adaptive
behaviours, QoS etc;

@ Collaborations should be funded to speedup the ldewent of
programming framework fitted for both scientific danbusiness
applications;

@ Interoperability of different component modelsdiferent layers.

« To make the composition of services an explicieaesh topic, for example, to close
the gap by mapping between the scientific level dr@dbusiness level of workflows,
support workflow generation by mining workflow regpiries for similar workflows
and workflows solving similar tasks, etc.
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» Research programme should pay more and more attetti
the workflow/business process technology.

e Research should not focus on the development ofwakflow tools, but concentrate
on far reaching advances.
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